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Abstract—The pervasive digitalization of our world has ush-
ered in a new era marked by increased complexity and diversity
in the development, optimization, and maintenance of modern
software-intensive systems. These systems, often characterized
by intricate socio-technical components and AI integration, pose
challenges for conventional systems engineering approaches and
require an alliance of different disciplines. In this vision paper,
we argue that they demand a paradigm shift towards integra-
tive modeling across systems engineering, software engineering,
data science, and simulation engineering. We highlight the key
challenges faced in the development of modern complex systems
that need to be addressed by this paradigm shift. We argue that
achieving this shift requires new research, tools, and education.

Index Terms—MDE, MBSE, Simulation, Data Science, AI.

I. INTRODUCTION

As digitalization continues to shape our world, the devel-
opment, optimization, and maintenance of modern systems
have become increasingly complex. Today, systems engineers
face unprecedented challenges stemming from the hetero-
geneity of technologies, the diversity of stakeholders, and
the dynamic nature of application domains [1], [2]. The rise
of cyber-physical systems and interconnected infrastructures,
collectively referred to as smart ecosystems, such as smart
cities [3], [4], exemplifies this complexity. These systems
of systems operate within socio-technical contexts [5] and
frequently require the integration of Artificial Intelligence (AI)
components.

Despite the growing demand for integrated, intelligent, and
adaptive systems, many organizations struggle to effectively

engineer them. This is in part due to the historical separation
between key communities involved in system development:
systems engineers, software developers, data scientists, AI
researchers, and simulation experts often operate in silos, lim-
iting opportunities for collaboration and knowledge exchange.

In parallel, multiple subfields of computer science have
advanced distinct modeling theories tailored to their specific
objectives [6]. The Modeling and Simulation (M&S) commu-
nity has developed techniques for deductive reasoning over
analytical representations of real-world phenomena, supported
by domains such as high-performance computing, discrete-
event simulation (e.g., DEVS [7]), agent-based models, and
numerical methods. These approaches enable the cost-effective
testing of complex scenarios in a virtual space.

Complementing this, Model-Based Systems Engineering
(MBSE) addresses system complexity through structured rep-
resentations of user needs and system architectures. However,
simulating system behaviors or verifying properties often
requires manual transitions to separate technological spaces.

Meanwhile, Data Science (DS) and AI have risen in re-
sponse to systems that evolve rapidly in dynamic, uncertain
environments [8]. These fields use inductive reasoning meth-
ods to uncover insights and adjust to changing demands by
continuously integrating new data.

Finally, the Model-Driven Engineering (MDE) community
has introduced formal foundations in meta-modeling and
model transformation [9], [10]. MDE emphasizes the creation
of precise abstractions and domain-specific modeling lan-
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guages, significantly enhancing the tooling for MBSE. How-
ever, its integration with M&S and DS/AI remains limited,
with existing synergies underexplored or manually managed.

This paper argues for an integrative paradigm shift, a unified
modeling theory that bridges these diverse communities and
leverages their respective strengths. We begin by identifying
key modeling enablers across M&S, MBSE, DS/AI, and MDE.
We then demonstrate how an integrated approach can enhance
the development of complex systems in socio-technical set-
tings. Finally, we propose directions for a cohesive framework
that fosters collaboration and innovation at the intersection of
modeling, data, and intelligent systems.

II. LOOKING AHEAD IN SYSTEMS ENGINEERING

In the dynamic realm of a smart city (cf. Figure 1),
characterized by constant evolution and complexity, the call
for a paradigm shift in mobility management is urgent. This
requires a holistic strategy that uses modeling techniques
and brings together experts in MBSE, M&S, DS&AI, and
MDE. Each model is tailored to one facet of the city, using
different notations and paradigms. As one facet evolves, others
must be adapted for the efficiency of urban infrastructure.
The shift to a multi-view specification is crucial due to the
complexity of urban mobility. Traditional methods are faltering
and require a transformation to meet the evolving needs of
citizens effectively. As shown in Figure 1, the use of MBSE
for infrastructure modeling, M&S for scenario simulation,
DS&AI for data integration and predictive analysis, and MDE
for translation, leads to shared system representations, al-
lowing robust decisions. This approach enables personalized
recommendations, real-time optimizations, and improves the
resilience of the city, fostering a safer, more adaptive, and
sustainable future in the midst of constant change.

The use of model-based methods for capturing systems
engineering artifacts has grown among systems engineering
groups, although the acceptance of these techniques is not uni-
form across all sectors or even within specific organizations.

As an example, custom simulations are developed for every
project rather than using standardized and configurable simula-
tions, and there is a lack of model sharing, especially between
critical activities such as system architecture and design vali-
dation. In the context of the City Twin scenario, the use of vari-
ous ontologically linked (virtual) models [11], is considered to
perform specific tasks (i.e., traffic or emergency management).
These interconnected models will be continuously updated to
provide an immersive virtual reality environment for design,
exploration, and optimization. This virtual collaboration space,
which will be supported by Modeling-as-a-Service [12] and
hosted on the cloud, will enable large-scale simulation by
leveraging high-performance computing infrastructures.

A range of integrated models and simulation frameworks
are available to facilitate collaboration between businesses and
government. Inspired by INCOSE Systems Engineering Vision
2035 [13], we highlight the key challenges (KC) that research
must address to realize this future (Figure 2, top).

KC1: Systematically characterize and connect hetero-
geneous and complex data: As more data become available,
sophisticated models must become more elaborated to allow
for more precise and accurate analysis and predictions. Critical
decisions and design choices are based on the accuracy of the
models and data. This requires support for (i) highly connected
data, complemented by AI/ML-based or ontology mapping
services, (ii) automated (virtual) model creation, (iii) model
correlation, verification and validation, and (iv) effective bal-
ancing of competing priorities, taking into account factors such
as cost, performance, scalability, and ethical considerations, to
ensure optimal decision-making and design choices.

KC2: Create an efficient model-as-a-service and col-
laborative environment for Systems Engineering: Providing
easy access to city models on top of platforms that provide
a range of analytical tools and modeling environments can
help users collaboratively improve system performance, reduce
development time and cost, and increase efficiency in a variety
of industries. Modeling environments should provide zoom-
in/zoom-out access to models and data, facilitate dependency
analysis of models, and support efficient model evolution [14].
These aspects help reduce or minimize accidental complexity,
allowing users to focus on the essential aspects of their models
and streamline the modeling process. It is crucial for next-
generation modeling environments to employ semantically rich
modeling standards for descriptive, prescriptive, and predictive
models [15], ensure efficient traceability, and provide separa-
tion of views to enhance the effectiveness and usability of the
modeling process.

KC3: Improve the fidelity and accuracy of data and
models: Virtualization of complex ecosystems, such as the
City Twin, is crucial for creating multi-layered simulation
models. This approach allows for real-time simulation across
various scales and fidelity, from detailed simulations of in-
dividual vehicles to broader analyses of multi-agent traffic
systems, city infrastructure fleets, and even regional or cross-
country scenarios. The integration of diverse urban elements
within the modeling environment enhances simulator capabil-
ities, enabling seamless processing and analysis of both real-
time and historical data. Such comprehensive integration ad-
dresses challenges like data complexity and system scalability,
empowering users to effectively use the models for gaining
insights, making informed decisions, and optimizing responses
in a variety of emergent situations.

KC4: Separate concerns: Each virtual model within the
City Twin serves as a digital representation of a specific facet,
encompassing distinct components and potential external in-
teractions with other facets. This digital representation is used
to simulate the comprehensive behavior of the entire complex
system within a virtual environment for designing, testing,
and validating. This simulation allows for the analysis and
optimization of the system performance, fidelity, reliability,
and safety. To accomplish this, data must be extracted from
multiple sources, analyzed, and integrated into a cohesive
representation of the complex system.



Fig. 1. The Smart City Ecosystem, its models and data needs for emergency real-time alerts and recommendations



Fig. 2. Integrative (Modeling) Paradigm Shift: Challenges and Enablers for a Multi-Disciplinary Realization of Complex Systems.

KC5: Support sustainable system lifecycles: Using the
City Twin to simulate different scenarios allows designers
and engineers to make decisions that align more closely with
societal needs and goals, such as reducing CO2 emissions.
While individual system lifecycles must still meet stakeholder
demands, time constraints, and budget limitations, they also
contribute to a larger, coordinated response to strategic busi-
ness objectives and societal challenges. These lifecycles need
to be synchronized with global industry trends, economic
conditions, and societal movements, which influence system
requirements and expectations. Complex systems must be
designed to be variable, adaptable, and configurable to ensure
their long-term value and relevance. This approach tackles
challenges related to strategic alignment, adaptability, and
sustainability in system design.

KC6: Incorporate AI reliably into Systems Engineering
with consideration for explainability, trust, and ethics: It is
a growing challenge for systems engineering to meet stake-
holder demands while ensuring that unintended outcomes are

avoided. This will require taking advantage of continuously ex-
panding technological innovations to create products and ser-
vices that are intelligent, self-organizing, sustainable, resource-
efficient, reliable, and safe. For example, incorporating AI/ML
in a City Twin can enhance its ability to accurately simulate
system behavior, optimize the design of various components,
and enable real-time monitoring and control of the running
system. However, the integration of advanced technologies into
systems engineering can pose complex challenges related to
explainability and trust that need to be addressed to ensure
that these systems are designed and developed responsibly and
ethically. At the same time, we need to ensure that the systems
use AI in a responsible and trustworthy manner at runtime.

Overarching Challenge: Improve training and educa-
tion: Success in developing complex ecosystems relies on
skilled engineers and their evolving capabilities. A diverse
workforce equipped with advanced tools is crucial for inno-
vation and competitiveness. Interdisciplinary collaboration is
vital for City Twin projects, requiring expertise in engineering,



data science, and domain knowledge. Ensuring data quality
and integrity is essential for effective model representation.
A strong foundation in model validation and verification
techniques is necessary to assess reliability. Addressing these
aspects in training empowers individuals to realize the poten-
tial of modeling and contribute to robust system development.
Therefore, investing in the education, effectiveness, and ongo-
ing competency development of engineers is critical.

III. KEY MODELING ENABLERS

To address the challenges of engineering complex systems,
several key enablers (KE) for modeling emerge, covering
six aspects: Abstraction, Integration, Data and Model Syn-
ergy, Longevity and Continuous Evolution, Quality, and User
Experience (see Figure 2, middle). These aspects provide a
framework for understanding the benefits of modeling in the
engineering of future complex systems. The challenges listed
in parentheses next to each enabler title highlight the specific
issues that each enabler helps to address, underlining their role
in achieving effective solutions for complex system challenges.

KE-A: Abstraction (KC1 - KC6): Modeling complex
systems requires different abstraction levels to effectively
represent different aspects [16], [17]. For instance, consider
the City Twin scenario: to address urban mobility during a
snowstorm, abstraction allows for modeling the macro-level
city dynamics alongside the micro-level vehicle interactions.
To reshape mobility strategies in real-time, the levels of
abstraction must be scalable, flexible, secure, and interoperable
while maintaining consistency and traceability.

KE-I: Integration (KC1 - KC4): Complex systems de-
mand seamless integration of diverse components and data
sources. In the urban mobility scenario, integrating weather
data, traffic patterns, and public transportation schedules en-
ables predictive analysis and adaptive decision-making. Be-
yond existing techniques for model composition [18] and co-
simulation [19], composable digital twins of city segments
facilitate interoperability [20], allowing for holistic system
analysis and effective mobility management. The data required
for the system to work (both historical [11], [21] and current
runtime [22]) shall be considered as first-class citizens during
the development, analogous to models. Consequently, confor-
mance relationships should be flexible to adapt to dynamically
changing data, both in terms of quantity and quality.

KE-L: Longevity and Continuous Evolution (KC5):
Systems such as City Twins exist for decades and require
continuous evolution [23]. Modeling languages must explicitly
support change over time and across system variants. In urban
mobility, evolving models account for changes in transporta-
tion infrastructure, population dynamics, and climate patterns.
This continuous evolution ensures the relevance and accuracy
of models for informed decision-making.

KE-D: Data and Model Synergy (KC1, KC4 - KC6):
Data-driven approaches are vital for complex systems. In the
City Twin scenario of Figure 1, data from sensors, social me-
dia, and historical records synergize with models to optimize
mobility strategies during a snowstorm. Adaptive modeling

techniques [24] ensure that models evolve with dynamic data,
maintaining system integrity and effectiveness. Considering
uncertainty in data models ensures the integrity throughout
the lifecycle of complex systems, promoting the efficient and
effective use of data.

KE-Q: Quality (KC3, KC6): Ensuring model quality is
crucial for reliable decision-making in complex systems such
as City Twins. Quality assessment includes trustworthiness,
adherence to standards, and consideration of data quality
principles such as FAIR [25]. In urban mobility, model quality
guarantees accurate predictions and efficient resource alloca-
tion during snowstorms, thereby increasing overall system re-
silience. Quality properties such as traceability of information,
e.g., in predictive analysis, require connecting models, the data
used, and the analysis results. This information is also required
if analyses are to be repeatable or reproducible over time.

KE-U: User Experience (KC2, KC3): User experience
plays a pivotal role in leveraging modeling for complex
systems. In the City Twin scenario, modeling tools need to
cater to different stakeholders by providing intuitive inter-
faces and explainable analysis results. Usability enhancements
such as modeling assistants and interactive what-if modeling
streamline decision-making processes, fostering collaboration
and innovation in urban mobility management. Accordingly,
the modeling tools need to be accessible to these different
types of stakeholders (e.g., by including modeling assistants
and recommender mechanisms [26]) and we need explainable
analysis results. In addition, modeling tools need to support
different viewpoints and user interfaces, possibly with different
stakeholder-specific concrete syntaxes.

IV. INTEGRATIVE PARADIGM SHIFT

Most of the aforementioned key modeling enablers already
exist, but they are currently fragmented across different com-
munities and engineering subfields that operate in isolation
from each other. In particular, some enablers have been devel-
oped and explored in MBSE while others have been explored
and developed in MDE, M&S, and DS&AI. In the following,
we briefly discuss these domains and their respective use of
models (Figure 2, bottom).

A. Model-Based Systems Engineering

The key driver for Systems Engineering [27] is the over-
all process of managing the complex interactions between
stakeholders and different engineering domains involved in
developing complex systems. As such, models, associated
analysis and techniques are a cornerstone in the design, imple-
mentation and management of complex systems. As a result, in
MBSE, the emphasis is on system properties (KE-Q) and on
hierarchical decomposition and component-based integration
of different viewpoints [28] (KE-I, KE-U). This is achieved
through domain-specific models, which can be thought of as
”gray boxes”, with a focus on integrating the entire system.
A future trend in systems engineering is the intensive use of
data leading to data-driven systems engineering (KE-D).



Models in MBSE allow for a more systematic representation
of information compared to documents, such as spreadsheets.
They also provide an abstraction of the architecture of a
system, even before its concrete realization within the different
disciplines, as well as the expected properties and how they are
validated. Models in MBSE consist of “views” representing
different, domain-specific perspectives on the system or its
parts. This is the basis for coordination and collaboration
within interdisciplinary engineering processes.

B. Modeling & Simulation

The key driver in M&S is the validity of models and
the ability to draw conclusions (KE-U) through (interactive)
execution that can reliably predict real-world behavior. As a
result, there is a strong focus on concepts such as fidelity,
scale, uncertainty, and integration across different levels of
abstraction. Another significant consideration is the balance
between simulation efficiency and accuracy. Numerical anal-
ysis plays a vital role in achieving this balance (KE-Q).

In M&S, an artifact serves as a “model” of a system within
a specific experimental context to achieve goals such as system
understanding or optimization of properties. Simulation/virtual
experimentation replaces real-world experimentation due to
cost, practicality, or ethical concerns, requiring that the results
of virtual experiments closely match the results of real-world
experiments. Different validity types correspond to different
distance metrics. Simulation models are expressed in various
modeling languages, each with precise semantics encoded in
simulation engines [29]. These engines generate behavioral
traces that enable the analysis of properties of interest.

C. Data Science and Artificial Intelligence

The key driver in DS&AI is the management of large
amounts of weakly structured data and the extraction of knowl-
edge from it through a wide range of analysis and bottom-up
modeling techniques [30] (KE-D). In preparation for knowl-
edge extraction, data analysis and cleaning techniques are used
(KE-Q). An ongoing challenge is dealing with evolving data
to keep the extracted knowledge current (KE-L). Moreover, a
current trend in this discipline is explainability [31] (KE-U)
to enable appropriate use of the extraction results.

In DS&AI, the term “model” refers to models within
analysis components, such as machine learning, and differs
from the notion of “model” in other domains. Analysis trans-
forms data into information and knowledge [32], closer to
the idea of a “model” in systems engineering, serving as
abstractions/summaries of data, as discussed in enablers.

D. Model-Driven Engineering

MDE focuses on models as artefacts and considers how to
manage them over space (KE-I) and time (KE-L) (in particular,
variability, co-evolution and versioning). MDE also enables
collaborations between different stakeholders (KE-I, KE-U),
includes consistency, and captures domain-specific knowledge
in languages and modeling notations. The MDE community,
thus, provides advanced key enablers for the development of

modeling languages and tools, and for the management of
models. Quality assurance in MDE includes various meth-
ods and techniques such as model smells and refactoring,
model verification, and model consistency and synchronization
through model transformations (KE-Q). A current trend in
MDE is the use of machine learning techniques to solve
modeling tasks such as model mining, modeling-by-example,
model transformation, etc. (KE-D).

MDE is all about “models”, but it focuses less on what the
models are and more on how they work as artefacts within
the development lifecycle. Thus, the focus is on how to create
modeling languages (including their syntax and semantics) and
models, what are the core notions of consistency, and how to
construct transformation and analysis tools that integrate well
with other model management activities. MDE uses the most
general definition of the term “model” [33], which is defined
as something that abstracts from a particular (software) system
or domain, capturing relevant aspects for at least one purpose
with respect to the original.

E. Towards an Integrative Paradigm

As it is evident from the domains introduced above, they
all rely heavily on models (KE-A), which provides a unique
and unifying opportunity to bridge the gaps between them.

To fully exploit the power of the models in different
domains, an integrative paradigm shift in the engineering
of complex systems is needed. The shift should include a
holistic approach to the use of modeling techniques that enable
developers from MBSE, MDE, M&S, and DS&AI. Integrating
these modeling techniques [34]–[36] would allow engineers to
create more comprehensive and accurate models of systems
that reflect the complexity and dynamicity of the real world.

The City Twin scenario exemplifies the extensive use of
models in laying the groundwork for complex ecosystems, as
depicted in Figure 1. City Twins, virtual replicas of urban envi-
ronments, rely heavily on sophisticated modeling techniques.
Through these techniques, engineers capture and simulate
complex system behavior, interactions, and performance to
facilitate understanding, analysis, optimization, and decision-
making throughout the system’s lifecycle. The integration of
different modeling techniques enables the creation of com-
prehensive and accurate models that are essential for the
successful implementation of City Twin across the different
public and private stakeholders involved.

MBSE helps capture system requirements, architecture, and
behavior, while MDE can enable automatic generation of
code from models. DS&AI can provide insight into system
performance and user behavior and enhance the system’s
ability to learn and adapt to changing conditions. Simulation
can help validate and test the performance of the system in
different scenarios. An integrative approach that incorporates
these different modeling goals would let software developers
to create more robust, reliable, and intelligent systems that
continuously meet the needs of users and stakeholders.

A holistic paradigm shift that explores a cohesive conceptual
framework is essential. This shift will require and foster



collaborative research to create innovative methods, facilitating
the development of advanced tools for future MBSE complex
systems. Considering these domains together requires a novel
educational strategy: future engineers will need to navigate
the intersections of these domains, necessitating a unified
approach in curricula and training methods.

V. CONCLUSION

Integrating AI/ML components into highly complex sys-
tems has pushed traditional engineering approaches to their
limits. We need a paradigm shift in the integrative use of
models and modeling across systems engineering, software
engineering, data science, and simulation. Future software
and systems engineering requires an integrative modeling
paradigm for MBSE, M&S, DS&AI, and MDE. This requires
multidisciplinary collaboration to address the complexity and
heterogeneity of complex systems, as well as new research,
tools, and education in modeling.
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